Recurrent Instance Segmentation using Sequences of Referring expressions
(Supplementary Material)

1 Related Work

The goal of visual grounding with referring expressions is to localize specific objects in an image by means of a natural language description of each object. Most existing approaches rely on scored bounding box proposals to determine the correct localization region with a bounding box. To obtain a more precise result, instance segmentation was proposed, which produces segmentation masks for the described objects.

This problem was firstly introduced in [3], where a CNN and an LSTM are used to extract visual and linguistic features, respectively. The fusion of the visual and linguistic representations was done by concatenating the LSTM output to the visual feature map at each spatial location. Then the low resolution output is up-sampled using deconvolution layers to yield the pixel-wise segmentation mask.

Instead of segmenting the image based only on a phrase embedding (i.e., referring expression or parts thereof), [7] exploits word-to-image interactions, directly combining visual features with each word feature, obtained from a language LSTM, to recurrently refine the segmentation results. [8] employs in a sequential manner both, a concatenation strategy to merge linguistic and visual features, and the computation of a dynamic filter, whose response is directly related to the presence of the object at a given spatial coordinate in the image. In [5], a convolutional LSTM (ConvLSTM) [11] model encodes and fuses visual and linguistic representations and outputs a rough localization of the referent. A recurrent refinement module then uses the fused representation and pyramidal image features to refine the segmentation by adaptively selecting and fusing image features at different scales.

To adaptively focus on informative words in the referring expression and important regions in the input image, cross-modal self-attention (CMSA) module [12] captures the long-range dependencies between linguistic and visual contexts to produce multimodal features. Moreover, a gated multi-level fusion module selectively integrates multi-level self-attentive features, corresponding to different levels in the image, which effectively capture fine details for precise segmentation masks.

In MAttNet [13], a language attention network decomposes referring expressions into three components, one for each visual module (subject, location, and relationship modules), and maps each of
them to single phrase embeddings. Given candidate objects by an off-the-shelf instance segmentation model and a referring expression, the visual module dynamically weights scores from all three modules to output overall scores. Two types of attention are used: (i) language-based attention, which learns the module weights as well as the word or phrase attention that each module should focus on, and (ii) visual attention, which allows the subject and relationship modules to focus on relevant image components.

2 Methodology

2.1 Referring expression encoder

In the following subsections it is detailed how contextualized phrase embeddings, inputs for the language encoder, are obtained from them.

The implementation of BERT embeddings used in our work actually offers different off-the-shelf model variations. The ones available to extract embeddings from English text are:

- **Base model**: 12 encoder layers (transformer blocks), 768 hidden units and 12 attention heads.
- **Large model**: 24 encoder layers (transformer blocks), 1024 hidden units and 16 attention heads.

We use the bert-base-cased model, which corresponds to the base model and ignores casing.

A tokenizer is provided to pre-process the raw text data, since BERT is a pre-trained model that expects input data in a specific format. The tokenization steps for sentences are:

- **Text normalization**: Convert all whitespace characters to spaces. Additionally, lowercase the input and strip off accent markers for the uncased model.
- **Punctuation splitting**: Split all punctuation characters by adding a space around them.
- **WordPiece tokenization**: Apply space tokenization to the output of the above procedure. Then tokenize each word separately. The tokenizer first checks if the whole word is in the vocabulary. If it is not, it tries to break the word into the largest possible subword tokens contained in the vocabulary, that will retain some of the contextual meaning of the original word. As a last resort it will decompose the word into individual characters. Note that because of this, we can always represent a word as, at the very least, the collection of its individual characters.

![Figure 1: General scheme of BERT outputs used to generate contextualized embeddings. The output of each layer corresponding to a token can be used as a feature representing that token.](https://github.com/huggingface/pytorch-transformers)

---

1. [https://github.com/huggingface/pytorch-transformers](https://github.com/huggingface/pytorch-transformers)
2. Punctuation characters are defined as any ASCII character different from a letter, number o space, or with a P* Unicode class.
2.1.1 Pooled output

The pooled output encodes a whole sequence as a single vector. Every sequence always starts with the special classification token \([CLS]\), see Figure 1, which stands for classification. The last state of the last hidden layer that encodes the \([CLS]\) token is used as the aggregate sequence representation for classification tasks. The pooled output corresponds to that hidden state that is trained on the task of predicting the next sentence. As BERT authors remark, this output is usually not a good summary of the semantic content of the input.

2.1.2 Encoded layers

At the output of the last layer of the model, a set of contextualized embeddings (hidden states for this model) is stored in an four-dimensional tensor that has four dimensions, in the following order: layer number (12 layers/hidden states), batch number (1 sentence), word/token number in each sentence, and hidden unit/feature number (768 features). There are multiple strategies to obtain phrase contextual embeddings from them, which involve: (i) word embedding combination strategy, such as averaging, concatenating, pooling, etc., and (ii) sequence of hidden-states/layers used, such as last four, all, last layer, etc. In our work, we average the last hidden layer of each token producing a single 768 length vector for each referring expression.

2.1.3 Dimensionality reduction

A single embedding for each of our referring expressions is provided by the language encoder. To avoid memory problems while training the model and balance the dimension of the language and visual embeddings, we tried reducing the dimensionality of the textual embeddings. In our experiments we explore two ways of dimensionality reduction: principal component analysis (PCA) \([9]\), and a learned linear projection, adding a dense layer that is trained with the model.

2.2 Image encoder

The still image is fed to the network as an RGB color image and encoded with ResNet-101 \([2]\) model pre-trained on ImageNet \([1]\). The ResNet architecture is truncated at the last convolutional layer, thus removing the last two layers (pooling layer and classification layer). This architecture is finetuned for the specific task being solved, i.e. object segmentation by using referring expressions. The output of each convolutional block is used as an image feature, which provides a set of visual features at different resolutions, as shown in dark blue at the left of ???. This visual encoding scheme was adopted from the former RSIS \([10]\) model for semantic instance segmentation over still images.

2.3 Mask decoder

We explore several strategies to combine the language embeddings with multi-resolution visual features in the decoder. We wanted to preserve both linguistic and visual information in the segmentation, while avoiding high memory requirements during the training of the model. Therefore, to keep the inherent spatial information in the visual features when segmenting an instance, for each resolution, we concatenate the corresponding language embedding to each feature map along the channels’ dimensions (depth) of the visual tensors. This allows every pixel embedding to receive the whole representation of the language information.

The recurrent architecture of the decoder, inherited from RSIS, allows to condition the predicted masks with those masks predicted from previous referring expressions over the same image. The ConvLSTM \([11]\) layers used in the decoder contain a state memory that has the potential to remember previous predictions.

2.4 Loss

The detailed expression of the soft intersection over union used as loss function is
\[
\text{sIoU}(m_1, m_2) = 1 - \frac{\sum_{i=1}^{M} m_{1,i} m_{2,i}}{\sum_{i=1}^{M} m_{1,i} + m_{2,i} - m_{1,i} m_{2,i}}
\] (1)

3 Experiments

3.1 Dataset

Our experiments use RefCOCO dataset [14], which provides both pixel-level masks and linguistic referring expressions for an image in complex real world scenes. The referring expressions for objects were collected in an interactive way with the ReferItGame proposed by [4]. Since each image contains multiple objects of the same category, the referer must provide unambiguous relevant referring expressions, see an example in ??.

RefCOCO contains 142,210 referring expressions for 50,000 referents (from 80 MSCOCO categories). These referents are depicted in 19,994 images from the MSCOCO [6] dataset and the segmentation masks of the referents. We adopt the training, validation, and testA and testB splits provided by the University of North Carolina (UNC), which have respectively 42,404, 3,811, 1,975 and 1,810 referents. There is no overlap between train, validation and test images. Since half of the referents are people, people-vs-objects splits are used for testing, where testA images contain multiple people and testB multiple instances of all other objects.

3.2 Training details

The RefCOCO dataset provides several referring expressions for each segmented object. However, we only use one referring expression per referent in each epoch because we observed that using multiple ones was harmful for the performance of our model. This behaviour can be explained because of the spatial recurrence (memory) that RSIS contains. RSIS was actually designed for instance segmentation, in such a way that each pixel in the image can only belong to a single instance. This would be contradictory with using multiple referring expressions for the same referent.

Given a referent, referring expressions are chosen in the following way:

- During training, a referring expression is chosen randomly in each epoch. The training data consequently changes every epoch and acts as a sort of regularization.
- For validation and testing, we always use the first referring expression provided by the dataset, which speeds up validation and maintains consistency in the results. Even though not all referring expressions are used, embeddings obtained from referring expressions of the same referent are similar enough to obtain results representative of the whole dataset to compare with state-of-the-art methods. This hypothesis is validated comparing the results from testing with the first referring expression to the ones using a random one, which shows a minimal variation (on average less than 1% in overall IoU).

Given an input image, we resize it to 240x427 pixels and keep the maximum number of referents to 6. The network is trained with ADAM optimizers with a weight decay of $10^{-7}$ and an initial learning rate of $10^{-4}$ (language encoder and decoder) and $10^{-7}$ (image encoder). We do not fine-tune the pre-trained BERT model during training. However, ResNet-101, which is used by the visual encoder, is fine-tuned with the architecture.

Experiments have been implemented with Pytorch in Python3.

3.3 Metrics

The quality of the predicted binary masks is evaluated with the overall and instance-level intersection-over-union (IoU) and precision@X. Overall IoU, referred as micro-average in NLP, calculates the total intersection area between predicted segmentation masks and ground truth divided by total union area accumulative over all the referents. A well-known issue regarding this IoU measure is its bias toward object instances that cover a large image area. To evaluate how well the individual instances
are segmented independently of their area, we evaluate the segmentation on an instance-level, i.e.,
the global IoU is obtained averaging across all referents, where for each referent IoU is calculated
as the ratio between intersection and union of the prediction and the ground truth. The latter IoU
measure, also known as macro-average in NLP, is the same used by the model to calculate the loss.
The percentage of referents with an IoU score higher than a given threshold $X$ is the $\text{prec}@X$ metric
measure, set in the experiments to $X \in \{0.5, 0.6, 0.7, 0.8, 0.9\}$.

3.4 Dimensionality reduction

We tested the impact of different ways to encode the referring expressions by the BERT-based
language encoder, described in Section 2.1. The results on the RefCOCO dataset with a batch size of
32 images, randomly sorting the referents, are given in Table 1, showing the following comparisons:
(i) BERT embedding: pooled output or encoded layers, (ii) transform for dimensionality reduction:
None, using PCA or a trained linear projection, with a dimension of 768 or 128 or 64.

Even though both linguistic representations obtain similar results, encoded layers is slightly better. In
general, results improve when applying a dimensionality reduction strategy. Overall, an embedding
dimension 64 works better. The best results are achieved with PCA. Probably the reason why the
linear layer approach does not achieve better results is that it has too many parameters to learn. To
see if the results could be improved, the linear layer can be initialized with the PCA values.

Instance IoU, which gives the same importance to each referent independently of their size, obtains
higher results across all the configurations. Overall IoU, which does not take the size of the ground
truth or the segmentation into account, obtains worse results since it is greatly affected by cases where
the output mask selects large areas of the image.

### Table 1: Results in RefCOCO for different embeddings configurations.

<table>
<thead>
<tr>
<th>BERT</th>
<th>Transform</th>
<th>Embedding dimension</th>
<th>Instance IoU</th>
<th>Overall IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>val</td>
<td>testA</td>
<td>testB</td>
</tr>
<tr>
<td>Pooled output</td>
<td>None</td>
<td>768</td>
<td>25.57</td>
<td>30.30</td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>128</td>
<td>27.70</td>
<td>32.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64</td>
<td>29.59</td>
<td>33.47</td>
</tr>
<tr>
<td></td>
<td>Linear</td>
<td>128</td>
<td>26.44</td>
<td>30.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64</td>
<td>26.43</td>
<td>31.00</td>
</tr>
<tr>
<td>Encoded layers</td>
<td>None</td>
<td>768</td>
<td>26.86</td>
<td>31.32</td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>128</td>
<td>23.24</td>
<td>27.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64</td>
<td>39.79</td>
<td>45.31</td>
</tr>
<tr>
<td></td>
<td>Linear</td>
<td>128</td>
<td>27.57</td>
<td>31.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64</td>
<td>36.36</td>
<td>42.27</td>
</tr>
</tbody>
</table>

3.5 Order of the referents and batch size

We study the effect of different configurations to train the model. Table 2 shows the impact of varying
the batch size and the way referents are fed to the model. The latter can be sorted: (i) by area,
(ii) randomly, each time an image is forwarded its objects are fed in a different order, which acts as a
sort of data augmentation, and (iii) as in the RefCOCO dataset.

Sorting objects by area before feeding them to the model introduces a bias, learning to recurrently
segment objects in the order of their area instead of fully exploiting the referring expressions for
localization. Feeding the referents as in RefCOCO does not introduce such a strong bias, but since no
data augmentation strategy is used, and the number of images in the dataset is limited, the model does
not learn to generalize properly. From the results in Table 2, the best strategy is to randomly feed
the referents, which acts as a sort of regularization which helps the model to generalize and reduces
overfitting. For this configuration, smaller image batch sizes work better, a batch size of 16 images
seems to be appropriate for this task and dataset.
Table 2: Results in RefCOCO with BERT encoded layers reduced with PCA to dimension 64 as linguistic embeddings.

<table>
<thead>
<tr>
<th>Referent order</th>
<th>Batch size</th>
<th>Instance IoU val</th>
<th>Instance IoU testA</th>
<th>Instance IoU testB</th>
<th>Overall IoU val</th>
<th>Overall IoU testA</th>
<th>Overall IoU testB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32</td>
<td>26.12</td>
<td>28.66</td>
<td>23.82</td>
<td>23.88</td>
<td>25.81</td>
<td>22.23</td>
</tr>
<tr>
<td>Random</td>
<td>128</td>
<td>27.54</td>
<td>31.45</td>
<td>24.39</td>
<td>24.75</td>
<td>27.76</td>
<td>22.26</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>33.17</td>
<td>37.42</td>
<td>30.51</td>
<td>29.52</td>
<td>32.77</td>
<td>27.03</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>39.79</td>
<td>45.31</td>
<td>34.04</td>
<td>35.70</td>
<td>40.28</td>
<td>31.28</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>42.66</td>
<td>47.48</td>
<td>37.51</td>
<td>36.95</td>
<td>41.42</td>
<td>32.72</td>
</tr>
<tr>
<td>RefCOCO</td>
<td>128</td>
<td>31.84</td>
<td>35.84</td>
<td>28.69</td>
<td>27.67</td>
<td>30.93</td>
<td>25.37</td>
</tr>
</tbody>
</table>

3.6 Qualitative results

Figure 2 shows some qualitative results generated by our network with examples on images from RefCOCO split testA, which is focus on multiple people. Similarly, Figure 3 shows some qualitative results for split testB. The depicted results are among the good predictions of the algorithm and show how our model can distinguish between different instances of the same class. Finally, in Figure 4 it can be seen that the order of the objects ids is consistent with the order of the referring expressions, showing that the predicted order has not been guessed by chance.

While there is still room for progress, these results indicate the potential of the proposed task with the proposed deep neural architecture.
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Figure 2: In RefCOCO testA, from left to right: original image, ground truth, segmentation result, visualization of the results, where red pixels are false negatives, blue true positives, green false positives and black true negatives.


Figure 3: In RefCOCO testB, from left to right: original image, ground truth, segmentation result, visualization of the results, where red pixels are false negatives, blue true positives, green false positives and black true negatives.

Figure 4: Examples of results obtained changing the order the referring expressions are fed to the model. From left to right: original image, ground truth, segmentation result (original order), and segmentation results (inverse order).