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Abstract

Interactive robots navigating photo-realistic
environments face challenges underlying
vision-and-language navigation (VLN), but
in addition, they need to be trained to handle
the dynamic nature of dialogue. However,
research in Cooperative Vision-and-Dialog
Navigation (CVDN), where a navigator
interacts with a guide in natural language
in order to reach a goal, treats the dialogue
history as a VLN-style static instruction. In
this paper, we present VISITRON, a navigator
better suited to the interactive regime inherent
to CVDN by being trained to: i) identify and
associate object-level concepts and semantics
between the environment and dialogue history,
ii) identify when to interact vs. navigate via
imitation learning of a binary classification
head. We perform extensive ablations with
VISITRON to gain empirical insights and
improve performance on CVDN. VISITRON is
competitive with models on the static CVDN
leaderboard. We also propose a generalized
interactive regime to fine-tune and evaluate
VISITRON and future such models with
pre-trained guides for adaptability.

1 Introduction

Vision-and-language navigation (VLN) is a chal-
lenging cross-modal research task in which agents
need to learn to navigate in response to natural
language instructions in photo-realistic environ-
ments. VLN has been studied extensively with the
advent of the Room-to-Room (R2R) dataset (An-
derson et al., 2018) and there has been growing
interest recently in pushing the pre-train/fine-tune
paradigm towards VLN, with work on leveraging
disembodied corpora (Majumdar et al., 2020) to
learn cross-modal pre-trained representations that
can improve embodied VLN performance. The Co-
operative Vision-and-Dialog Navigation (CVDN)
dataset (Thomason et al., 2020) allows for dialogue
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Figure 1: Cooperative Vision-and-Dialog Navigation
(CVDN) with Dynamic Question-Asking

with a guide during navigation: a navigator can
ask natural language questions to a guide when it
needs assistance and the guide responds in natu-
ral language by using privileged knowledge of the
environment accessible only to it, thus expanding
beyond the traditional VLN task towards deploy-
able interactive agents that are more robust and
generalizable. But preliminary navigator modeling
using CVDN is still VLN-style via the Navigation
from Dialog History (NDH) task, treating the di-
alogue history as a static instruction. The NDH
formulation allows for easy transfer and multi-task
learning (Hao et al., 2020; Wang et al., 2020) with
VLN. However, state-of-the-art VLN models rely
on the fully-observable setting when framing the
task as ahead-of-time path selection (Majumdar
et al., 2020), which is fundamentally at odds with
the need for dialogue in CVDN: dialogue is aimed
at enabling the navigating agent to succeed while
it makes navigation decisions and decides it needs
assistance. The recent Recursive Mental Model
(RMM) (Roman et al., 2020) for CVDN attempts
to address this by introducing a simulated dialogue
game-play regime, where a navigator is fine-tuned
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Figure 2: Semantics-aligned navigation pre-training of visio-linguistic representations using a Transformer

jointly with a pre-trained guide and evaluated in
such a regime. But the RMM navigator relies on a
rigid heuristic of asking questions after every 4th
navigation step instead of doing so dynamically.
In this paper, we present work on training a
navigator (which we call VISITRON) with a fo-
cus on tackling challenges unique to CVDN: i)
moving beyond rote memorization to associative
learning in order to learn to identify and acquire
visio-linguistic concepts and semantics while inter-
acting in new environments, and ii) learning when
to ask questions in the first place (Chi et al., 2020).
VISITRON builds off the recent cross-modal object-
semantics aligned pre-training (OSCAR) strategy
and uses object-tags as explicit anchor points
during training to learn to associate the environ-
ment’s visual semantics with the textual dialogue
history, thus allowing for interaction/experience-
grounded (Bisk et al., 2020) visio-linguistic con-
cepts and semantics identification and acquisition.
VISITRON is trained in a data-driven fashion to
identify when to engage in dialogue, i.e., ask ques-
tions, vs. when to navigate, thus providing the
first known empirical baselines for this task. We
also present empirical results from various first-
principles modeling ablations performed with VIS-
ITRON. We demonstrate that viewpoint selection
is a better formulation than discrete turn-based ac-
tion prediction for CVDN, akin to what has been
seen on VLN with R2R. We observe that multi-
task learning with the recent RxR dataset (Ku
et al., 2020) leads to significant CVDN perfor-
mance gains relative to training on CVDN alone.
VISITRON is competitive with models on the leader-
board for the static NDH task on EvalAl (Yadav
et al., 2019). Given VISITRON’s design and ability
to identify when to engage in dialogue, we pro-
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Figure 3: NAVIGATOR predicts navigation actions,
given dialogue history and visual observations. The
same stack decides when to ask the GUIDE a question.
A similar setup can be used for question generation.

pose to generalize the heuristic-based game-play
regime introduced with RMM by allowing dynamic
question-asking as depicted in Figure 1 and fine-
tune and evaluate VISITRON in such an interactive
regime with pre-trained guides in future work.

2 Approach

The policy for NDH (and VLN) can be decomposed
into an encoder-decoder setup, mg = fg,, © fo,:

* A vision-language encoder fg, : {s1.4,z} —
z:, where s1.; are visual states, x is the dia-
logue history (or instructions for VLN) and z;
is the joint latent representation at time step ¢.

* An action decoder fg,, : {s¢, zt,at—1} — ay,
where a; is the next action.



We model mg by VISITRON, a visio-linguistic
Transformer-based model. VISITRON’s encoder is
structurally similar to OSCAR’s Transformer (Li
et al., 2020). This is by design to enable easy
transfer of visual semantics-aligned representations
learned from disembodied image-text data. We
make navigation-specific modifications to OSCAR,
but they are all structured as augmentations of mod-
ules instead of removal of network components,
thus enabling us to use the pre-trained weights of
OSCAR’s Transformer to initialize large portions
of our encoder. As with OSCAR, the input to VIS-
ITRON’s encoder is represented as Word-Tag-Image
(w, g,v), where w and q are the sequence of word
embeddings of the text and object tags respectively,
and v is the sequence of region features of the
image. We represent the panorama in 36 views,
extract Faster R-CNN (Ren et al., 2015) region fea-
tures v’ from each view and add positional vector
p, v = (r',p). To incorporate 3D direction, we
add direction embedding d to the region features,
v = r+d. d is a 128-dimensional orientation vector
represented by repeating [sin ¢; cos ¢; sin w; cos w|
32 times where ¢ and w are heading and elevation
poses. In addition to the standard [CLS] and [SEP],
we also use [TAR], [NAV], [GUI] as delimiter tokens
for the initial target hint, NAVIGATOR’s questions
and the GUIDE’s answers respectively. While this
input structure is dialogue-specific, it is amenable
to instructions-based datasets for multi-tasking.

2.1 VISITRON Pre-Training

We adopt a two-stage pre-training strategy, initial-
izing VISITRON’s encoder with weights from OS-
CAR to begin with web-scale disembodied visio-
linguistic representations, followed by facilitating
a domain shift to navigation and actions by pre-
training on navigation data. For each trajectory
in NDH and R2R, we extract (w, g, v, a) tuples
where w is the dialogue history/instruction, q is the
sequence of object tags from the current panorama,
v is the sequence of region features and a is the
direction in the 360° panoramic space where the
next node in the trajectory is located (Fried et al.,
2018). Figure 2 depicts this for an extracted tuple
from a sample NDH instance. The objectives are:

1. Masked Language Modeling: Like BERT, in-
put tokens are replaced with [MASK] 15% of
the time and the masked token x; is predicted
conditioned on surrounding tokens ;.

2. Masked Object Tag Prediction: Object tags
are replaced with [MASK] 15% of the time. A
feed-forward head on top of [MASK] is used to
predict the tag from a distribution over Faster
R-CNN semantic classes.

3. Directional Grounding: [CLS] hidden state
goes into a feed-forward head to predict a.

2.2 VISITRON Fine-Tuning

After pre-training the encoder, we leverage it with
an attention-based LSTM action decoder. At time-
step t, the decoder (cell state d;) takes the previous
action a;_1, the panoramic ResNet features ex-
tracted from the current location/state and decodes
the next action a;, while attending to the VISITRON
encoder’s cross-modal representation of its input.
After this LSTM is trained, the same stack is frozen
and used with a randomly initialized two-layer feed-
forward head trained with a binary cross-entropy
loss to learn to classify when to ask a question. Fig-
ure 3 depicts this setup. Note that the decoder’s
action can belong in either the panoramic space or
the low-level visuomotor space (Fried et al., 2018).

3 Experiments

We begin experimenting with cumulative addition
of each pre-training stage and objective to obtain an
ablative understanding of their effect on the down-
stream NDH task. Table 1 demonstrates that our
pre-training strategy helps: best performance on
Val Seen (as measured by all metrics) is obtained
when using all pre-training stages and objectives.
We also see that Goal Progress (GP) is highest on
Val Unseen in this setting (an absolute increase
of 0.62 relative to no pre-training), with minimal
loss in Success Rate weighted by Normalized In-
verse Path Length (SPL) and Success Rate (SR)
metrics relative to their best setting. Rows 4-5
demonstrate the value of masked object tag predic-
tion as a means towards experience-driven concept
and semantics identification and acquisition, with
significant increases in all metrics on Val Unseen.

Next, we perform ablations during fine-tuning,
leveraging all objectives from Table 1 since our
previous analysis demonstrated their effectiveness.
For VLN agents, it has been shown that viewpoint
selection in the panoramic space is a better for-
mulation than turn-based action prediction in the
low-level visuomotor space (Fried et al., 2018).
However, it is not immediately obvious or known
whether this can be extrapolated to dialogue-based



Table 1: Pre-Training Ablations (Fine-Tuning and Evaluating on NDH)

Semantics-aligned Pre-Training Curriculum

Stage 1: Web (OSCAR) Stage 2: Navigation

Val Seen

Val Unseen

Contrastive+ Object  Masked Masked Object Directional

# Masked LM Tags LM  Tag Prediction Grounding GP (m)1 SPL (%) 1 SR (%) 1 nDTW (%) T GP (m) 1 SPL (%) T SR (%) T nDTW (%) 1
1 (No pre-training and no object tags) 4.76 36.56 46.07 30.97 2.09 9.96 22.49 6.50
z 2 v 4.82 50.73 58.11 47.34 2.67 24.88 34.29 24.21
l% 3 v v 4.38 45.15 52.09 41.14 2.30 13.03 24.81 8.63
7 4 4 v v 5.09 25.92 41.10 17.91 1.90 11.27 23.48 5.62
> 5 v v v v 4.83 48.22 56.02 47.01 2.70 24.04 32.86 23.46
6 v v v v 4 5.34 55.16 61.78 54.83 2.71 24.56 32.52 24.51
Table 2: Fine-Tuning Ablations
Action Multi-Task Val Seen Val Unseen
Space Fine-Tuning
# NDH+ GP (m) 1 SPL (%) 1T SR (%) 1 nDTW (%) 1 GP (m) 1 SPL (%) 1 SR (%)1 nDTW (%) 1
% 1 Turn-based X 1.15 9.66 11.78 26.86 1.60 13.02 14.77 29.28
& 2 Action Prediction  /(RxR) 1.50 12.30 15.18 19.95 0.97 11.52 15.44 20.49
§ 3 Viewpoint X 5.34 55.16 61.78 54.83 2.71 24.56 32.52 24.51
4 Selection v (RxR) 5.11 12.33 25.65 4.66 3.25 10.74 27.34 3.78

Table 3: Question-Asking Classification Performance

Metric (%) Val Seen Val Unseen
Accuracy 68.05 67.87
Balanced Accuracy  63.33 61.09

Table 4: NDH Hidden Test Set Performance

# Method GP (m) 1 SPL (%) 1
1 MT-RCM + EnvAg (Wang et al., 2020) 391 17
2 BabyWalk (Zhu et al., 2020a) 3.65 11
3 VISITRON 3.11 12
4 Cross-modal Memory Network (Zhu et al., 2020b) 2.95 14
5 PREVALENT (Hao et al., 2020) 2.44 24
6 VISITRON (Best SPL) 2.40 25

navigation as in CVDN. So we experiment with
both formulations for our NAVIGATOR. Given the
sparsity of NDH instances (~ 4k) for fine-tuning,
we also study if multi-task fine-tuning with the
RxR dataset helps boost performance. Table 2
demonstrates that viewpoint selection is a better
formulation than turn-based action prediction
for CVDN, with Val Unseen GP increasing from
1.6 to 2.71 when switching to viewpoint selection.
Further, we observe that multi-task fine-tuning
leads to better CVDN generalization, with Val
Unseen GP increasing from 2.71 to 3.25 when
multi-tasking with viewpoint selection. The as-
sociated decrease in Normalized Dynamic Time
Warping (nDTW) (Ilharco et al., 2019), SPL and
SR can be attributed to VISITRON learning from
RxR to take paths beyond the next 5 GUIDE steps

in the NDH instance which these metrics evaluate
against, while GP cares about the final CVDN goal.

Using the best VISITRON model from Table 2
(Row 4), Table 3 shows that imitation learning of
the binary classification head is a strong baseline,
as measured by accuracy and balanced accuracy
(to account for data imbalance) on Val Unseen. We
submitted this model to the CVDN leaderboard
aimed at the static NDH task. We observe in Table
4 that VISITRON’s performance is competitive with
state-of-the-art models, with its best GP being 3.11.
Given the expected decrease in SPL when utilizing
RxR, we also trained a version of VISITRON with
multi-tasking on NDH, R2R and R4R (Jain et al.,
2019) instead of NDH and RxR and observed this
model obtains state-of-the-art SPL of 25.

4 Conclusion and Future Work

We presented VISITRON, a navigator designed
for interaction-grounded visio-linguistic concepts
and semantics identification and acquisition, and
decision-making for interactive navigation inher-
ent to CVDN. We demonstrated the efficacy of
our approach via experiments and ablations. We
proposed generalizing the game-play regime intro-
duced with RMM (Roman et al., 2020) by allow-
ing dynamic question-asking so as to interactively
fine-tune and evaluate VISITRON with a pre-trained
GUIDE. Future work should delve into Sim-to-Real
transfer (Anderson et al., 2020) and robustness in
dialogue-based navigation, in presence of speech
recognition errors (Gopalakrishnan et al., 2020).
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