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Abstract

We address the problem of weakly-supervised
object grounding, i.e., learning how to align
multiple words in a sentence with visual re-
gions using only image-caption pairs. Recent
approaches use captioning as a downstream
task to guide object grounding, i.e., extract re-
gion proposals, attend over them to predict the
next word and then ground the word by select-
ing the most attended regions. However, atten-
tion coefficients are computed without know-
ing the word that needs to be localized. To
address this shortcoming we propose a novel
grounded captioning framework based on Con-
ditional Variational Autoencoders (CVAEs).
In particular, we introduce a discrete random
variable modeling the alignment of a word and
a region, and learn its posterior distribution
conditioned on the word to be grounded. Fur-
thermore, to ensure our latent variables capture
meaningful alignments, we propose a modi-
fied CVAE training objective to mitigate the is-
sue of the posterior alignment distribution col-
lapsing to the prior, which often arises when
training CVAEs with language models. Ex-
periments on the challenging Flickr30k Enti-
ties dataset validate the effectiveness of the
different components of our framework and
show that it can substantially outperform soft-
attention-based baselines in grounding.

1 Introduction

This paper studies the visual object grounding prob-
lem, where given an input image and a sentence
describing it, the goal is to find where the referred
entities (actors, objects) appear in the image. Ad-
dressing this task, i.e., linking words to regions,
is critical for developing autonomous systems that
can effectively interact with humans by compre-
hending instructions (Alomari et al., 2017; Hu
et al., 2020). Training visual grounding systems
typically requires annotations of textual descrip-
tions combined with bounding boxes for each entity.
Since constructing datasets with such fine-grained
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Figure 1: Overview of our proposed GVD-CVAE
framework for weakly-supervised object grounding in
images. We model word-to-region alignments as a se-
quence of discrete latent variables Z in a generative
model of sentences. Given a partial caption, our model
is able to attend over the candidate region proposals,
tell the next word by marginalizing out the latent word-
to-region alignments from the joint distribution and
ground the word by leveraging the learned prior and
approximate posterior alignment distributions.

bounding box annotations is rather time-consuming
and costly, we focus on weakly-supervised visual
grounding which requires only textual descriptions.

Weakly-supervised learning from textual descrip-
tions by using grounded captioning as a surrogate
supervision task is a possible way to alleviate the
need for bounding box annotations. The idea is
to learn how to ground words by learning how to
generate sentences based on detected regions. To
do so, we can leverage soft-attention mechanisms
used in grounded captioning encoder-decoder mod-
els and select regions with maximum attention co-
efficients (Zhou et al., 2019; Ma et al., 2020; Liu
et al., 2020). Given a partially generated sentence,
these attention coefficients are computed for each
input region and the attention-weighted sum of re-
gion features is utilized as relevant visual context
for predicting the next word.



However, exploiting soft-attention as a ground-
ing mechanism is restricted by two major limi-
tations. First, despite being an effective, end-to-
end learnable pooling mechanism for summarizing
variable-length inputs to guide sequential genera-
tion tasks, attention is not encouraged to capture
meaningful alignments, unless it is supervised (Liu
et al., 2017; Zhou et al., 2019; Serrano and Smith,
2019; Wiegreffe and Pinter, 2019). More impor-
tantly, attention coefficients are computed before
predicting the word to be grounded. As a moti-
vating example, consider the task of grounding
the words ‘hat’ and ‘jacket‘ given the two sen-
tences: “A man is wearing a hat” and “A man
is wearing a jacket”. Soft-attention-based ground-
ing will predict the same box for ‘hat’ and ‘jacket’,
given that the language context is the same (“A
man is wearing a”). We address these limitations
by learning the posterior distribution of word-to-
region alignments given the word to be grounded
using our proposed Grounded Visual Description
CVAE (GVD-CVAE), as shown in Fig. 1.

2 Method

Our approach builds upon an earlier image descrip-
tion paradigm (Xu et al., 2015; Pedersoli et al.,
2017), which uses a latent-variable probabilistic
model, p(Y | R, I) =

∑
Z pθ(Y,Z | R, I), for

sentence (sequence of words) Y = {y1, . . . ,yT }
given an image I and region proposals R. In this
model, the sequence of word-to-region alignments
is modeled as a sequence of discrete latent vari-
ables Z = {z1, . . . , zT }, where zt,i = 1 when the
i- th region proposal is used for generating the t-
th word yt and zt,i = 0 otherwise. In particular,
assuming that the t-th word depends only on the
region zt given the partial caption y1:t−1 and that
the region-to-word alignments zt for each word
are independent with each other conditioned on the
partial caption, our joint probability distribution
pθ(Y,Z | R, I) takes the form:

T∏
t=1

language decoder︷ ︸︸ ︷
pθ(yt|y<t, zt, R, I)

region prior︷ ︸︸ ︷
pθ(zt|y<t, R, I) . (1)

Encoder. We adopt the neural network mod-

els used in GVD (Zhou et al., 2019) to encode
the image in a global feature vector v, represent
words in the vocabulary V with learnable embed-
dings emb(yt), and represent the i-th region with
grounding-aware region encoding xi.

Decoder model. The distribution over words in
the vocabulary is conditioned on the partial caption,
the aligned region and the input image. The depen-
dence of the current word on the sentence generated
so far (y<t) and on the input image I is captured
in an LSTM hidden state st. The dependence of
the word yt on the aligned region with zt,j = 1 is
modeled by feeding xj concatenated with st to a
classifier. The output of the decoder network yields
the parameters gθ(st, zt,x) ∈ R|V| of the multino-
mial word distribution pθ(yt|y<t, zt, R, I):

st = RNNθ(st−1, [v; emb(yt−1)]), (2)

gθ(st, zt,x) = softmax

(
Wc

[
M∑
i=1

zt,ixi; st

])
.

(3)

Prior model. The prior pθ(zt|y<t, R, I) is a multi-
nomial distribution over possible word-to-region
alignments. We parameterize it using a standard
attention mechanism that computes coefficients
αθ(st,x) ∈ RM given the query st, encoding the
partial caption and image, and the regions x:

α
(i)
θ (st,x) =

exp
(
uT tanh(Wa[st;xi])

)∑M
j=1 exp (u

T tanh(Wa[st;xj ]))
.

(4)

To learn the parameters of our conditional gen-
erative model we leverage Amortized Variational
Inference (AVI). Therefore, our model becomes a
Conditional Variational Autoencoder (Sohn et al.,
2015) (CVAE) with sequential discrete latent space
and sentences as observations. In the CVAE frame-
work, a variational distribution qφ(Z|Y,R, I) is
introduced to approximate the true posterior and
is parameterized via a neural network with param-
eters φ, also known as the “inference network”.
Inference model. We choose to approximate the
true posterior with a filtering approximate posterior:

qφ(Z | Y,R, I) =
T∏
t=1

qφ(zt | y≤t, R, I). The de-

pendence of the word-to-region alignment zt on
the caption up to and including the current word
y≤t is encoded in the hidden state of a separate
LSTM network that takes as input the current word
yt at each timestep:

ht = RNNφ(ht−1, [v; emb(yt)]). (5)

Then, the parameters αφ(ht,x) ∈ RM of the cat-
egorical approximate posterior distribution can be
obtained by another learnable attention module.



Training. During training, we are given a dataset
consisting of N image-sentence pairs. To train our
GVD-CVAE we minimize the following hybrid ob-
jective w.r.t. the parameters θ and φ (omitting the
conditioning of all distributions on I(n) for read-
ability):

L =
1

N

∑
n,t

λLCV AE(n, t) (6)

+ (1− λ) log pθ(y
(n)
t | E

zt∼pθ
[zt],y

(n)
<t , R

(n)),

where

LCV AE =

word reconstruction loss︷ ︸︸ ︷
E

zt∼qφ

[
− log pθ(y

(n)
t | y(n)

<t , zt, R
(n))
]

+βKL(qφ(zt | y
(n)
≤t , R

(n)) || pθ(zt | y
(n)
<t , R

(n)).

(7)

For λ = 1 and β = 1, we recover the Evidence
Lower Bound Objective (ELBO) resulting from our
factorization of the joint probability distribution
and our choice of the approximate posterior. Sim-
ilar to prior work, we observe that optimizing the
ELBO often results in an inference model that pro-
duces posteriors almost identical to the prior, which
translates to word-to-region alignments that do not
take into account the word to be grounded. To
mitigate this phenomenon of “posterior collapse”,
we propose to re-weight the KL loss term with a
scalar factor β, which starting from 0 is gradually
increased up to a value βclip < 1 during training.

For λ = 0, only the decoder and prior networks
are trained and region samples are replaced with
their expected value according to the prior distribu-
tion, i.e. a word is predicted based on the language
context and the region context

∑M
i=1 α

(i)
θ (st,x)xi.

Thus, we end up training a discriminative, attention-
based encoder-decoder captioning model, where
the attention module of the prior model plays the
role of a soft-attention mechanism. This serves
as our baseline. Moreover, jointly optimizing the
CVAE and baseline loss facilitates training by reg-
ularizing the prior attention coefficients.

To optimize the final hybrid objective using
Stochastic Gradient Descent, we approximate the
reconstruction loss term using Monte-Carlo sam-
ples, with S region samples drawn from the
Gumbel-Softmax (Jang et al., 2017; Maddison
et al., 2017) continuous approximation of the cate-
gorical distribution qφ with temperature τ .

3 Related Work

Early attempts for weakly-supervised grounding
of multiple entities in images and videos relied
on graphical models (Yu and Siskind, 2013; Ra-
manathan et al., 2014). Another line of work for-
mulates grounding as a Multiple Instance Learn-
ing problem, using image retrieval as supervi-
sion (Karpathy and Fei-Fei, 2017), but is not able
to generate descriptions. Recently, researchers
have proposed grounding based on the attention
coefficients of grounded captioning models (Zhou
et al., 2019; Ma et al., 2020; Liu et al., 2020). In-
stead, we propose treating word-to-region align-
ments as discrete latent variables and parameter-
ize prior/posterior alignment distributions with at-
tention mechanisms, inspired by discrete latent-
variable models for image captioning/neural ma-
chine translation (Xu et al., 2015; Pedersoli et al.,
2017; Deng et al., 2018; Shankar and Sarawagi,
2019). Our proposed CVAE-based captioning
model is also related to CVAEs developed for mod-
eling sequential data and particularly those with se-
quential latent variables (Chung et al., 2015; Goyal
et al., 2017; Serban et al., 2017; Chu et al., 2018;
Aneja et al., 2019; Graber and Schwing, 2020),
instead of a single latent variable initiating the
sequence generation (Wang et al., 2017; Bhat-
tacharyya et al., 2018; Pagnoni et al., 2018; Zhao
et al., 2017). However, the majority of those mod-
els have non-interpretable, continuous latent ran-
dom variables, are not parameterized with attention
mechanisms and generally differ in their choice of
prior, approximate posterior and decoder. In addi-
tion, their goal is to model the sequence likelihood,
while we propose exploiting the latent variables for
grounding, and thus need to overcome additional
challenges, such as posterior collapse (Alemi et al.,
2018; Fu et al., 2019; Dieng et al., 2020).

4 Results and Discussion

Dataset. We evaluate our method on the Flickr30k
Entities dataset, which provides captions describ-
ing images and bounding boxes associated with
noun phrases in the captions. Since we are oper-
ating on the weakly-supervised grounding regime,
we ignore bounding box annotations during train-
ing. We evaluate word grounding (instead of phrase
grounding (Rohrbach et al., 2016)), following Zhou
et al. (2019). Specifically, we evaluate based
on word-to-region alignments of 480 groundable
words out of the 8639 vocabulary words.



Inputs Captioning Grounding

GT Generated

B@4 M C S Acc. F1all F1loc
GVD (Sup.) G 27.3 22.5 62.3 16.5 41.4 7.55 22.2
GVD G 26.9 22.1 60.1 16.1 21.4 3.88 11.7
GVD (Grd) G 26.9 22.1 60.1 16.1 25.5 3.88 11.7
Cyclical G 26.6 22.3 60.9 16.3 - 4.85 13.4
DPA G 27.6 22.6 62.7 16.7 - 4.79 15.5
BUTD U 27.3 21.7 56.6 16.0 24.2 - -
DPA U 27.2 22.3 60.8 16.3 - 5.45 15.3
Sub-GC S 28.5 22.3 61.9 16.4 - 5.98 16.53
POS-SCAN† GP 28.0 22.6 66.2 17.0 - 6.53 15.79
POS-SCAN† UP 30.1 22.6 69.3 16.8 - 7.17 17.49
Baseline (λ = 0) G 24.3 20.9 54.4 15.5 21.5 4.25 13.37
GVD-CVAE G 25.4 21.6 56.1 15.8 27.7 5.42 15.30

Table 1: Results on the Flickr30k Entities test set.
The performance of the fully-supervised GVD model
(Sup.) is reported as an upper-bound to the weakly-
supervised approaches. Types of model inputs: re-
gions encoded following GVD or BUTD, POS (part-
of-speech) tokens, Scene-graphs. † denotes models
trained with an additional captioning reinforcement
learning loss. B: Bleu, M: METEOR, C: CIDEr, S:
SPICE. GVD-CVAE results are averaged across 5 runs.

Metrics. Predicted boxes with IoU above 0.5 with
a ground-truth box are considered correct. Ground-
ing performance given GT sentences is then mea-
sured using box accuracy averaged over object
classes. Additionally, to compare with state-of-
the-art methods, we also evaluate our model on the
downstream task (grounded captioning) using our
decoder and prior. Grounding on generated sen-
tences is evaluated using F1-score metrics (Zhou
et al., 2019), to account for existing objects not
included in the generated caption. Captioning is
evaluated using standard metrics, such as CIDEr.

Results. We use the region proposals and pre-
trained region/image features from (Zhou et al.,
2019), with 100 region proposals per image. We
train our model for 40 epochs with the ADAM
optimizer, having an initial learning rate of 5e−4,
decayed by 0.8 every 3 epochs. Our batch size is
80 and S = 10, τ = 0.8, βclip = 0.2.

In Table 1, we compare our baseline and GVD-
CVAE to state-of-the-art methods (GVD (Zhou
et al., 2019), BUTD (Anderson et al., 2018), Cycli-
cal (Ma et al., 2020), DPA (Liu et al., 2020), Sub-
GC (Zhong et al., 2020), POS-SCAN (Zhou et al.,
2020)). Exploiting our learned approximate pos-
terior alignment, our method achieves the state of
the art in weakly-supervised object grounding. It
yields a relative improvement of 29% upon the
soft-attention baseline (21.5% to 27.7%± 1.12%).

Our model also outperforms both Cyclical Atten-
tion and DPA - despite us having a weaker, sin-
gle LSTM language model - in generated sentence
grounding (5.4%± 0.27% vs 4.8%). Hence, mod-
eling word-to-region alignments as latent variables
in our deep conditional generative model leads to
better grounding than adopting attention regulariza-
tion techniques during training.

In Table 2 we study the impact of the train-
ing objective and motivate the need for our pro-
posed hybrid objective (λ = 0.5), instead of the
vanilla CVAE objective (ELBO). Finally, Fig. 2 il-
lustrates two representative object grounding cases,
where selecting regions based on our learned prior
or approximate posterior alignment distributions
yields better grounding results than using the soft-
attention coefficients.

Training objective CVAE-p CVAE-q
Cross-entropy (CE) 21.5 -
ELBO 3.29 3.16
CE + ELBO 25.22 23.99
CE + ELBO + β anneal 26.07 25.61
CE + ELBO + β anneal + clip 26.31 28.88

Table 2: Impact of various training objectives on
weakly-supervised object grounding. Performance
measured via Box accuracy (%) on the Flickr30k Enti-
ties validation set. CVAE-p denotes box accuracy ob-
tained using the learned prior alignment distribution,
while CVAE-q using the approximate posterior.

soft-attention CVAE-prior CVAE-posterior

soft-attention CVAE-prior CVAE-posterior

Figure 2: Qualitative comparison of weakly-supervised
object grounding results obtained by the baseline and
our GVD-CVAE on images from Flickr30k Entities.
For each caption, we show three copies of the image
with grounding results obtained by the soft-attention
baseline, our prior and posterior alignment distribu-
tions, respectively. Best viewed zoomed in and in color.
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