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Abstract

Since the release of the original Visual Question Answering (VQA) dataset, several
newer datasets for visual reasoning have been introduced, often with the express
intent of requiring systems to perform compositional reasoning. Recently, trans-
former models pretrained on large amounts of images and associated text have
been shown to perform much better than simple baselines on such compositional
reasoning datasets as NLVR2 and GQA. In this paper, we analyze the performance
of one of these models, LXMERT, on these two datasets. We show that despite
the model’s strong quantitative results, it may not be performing compositional
reasoning because it does not need many relational cues to achieve this performance
and more generally uses relatively little linguistic information. Our analysis utilizes
experiments with relational linguistic cues removed, the input reduction technique,
and a syntactic probe.

1 Introduction

Compositionality is an important aspect of modes of communication employed by humans [Fodor
and Lepore, 2002]. Therefore, if machines are to be effective at communicating with humans,
machines must be able to do compositional reasoning. Question-answering involving both visual
and language inputs offers an effective way to learn and evaluate compositional reasoning [Suhr
et al., 2018]. Although early visual question answering datasets (e.g. [Agrawal et al., 2017]) did not
directly assess the ability of systems to perform compositional reasoning, more recent datasets such
as CLEVR [Johnson et al., 2017] and GQA [Hudson and Manning, 2019a] evaluate compositional
reasoning via synthetically generated questions. A separate line of work, comprising primarily of the
NLVR (Natural Language for Visual Reasoning) and NLVR2 datasets [Suhr et al., 2017, 2018], also
evaluated compositional reasoning but used natural language. The images in the NLVR dataset are
synthetically generated, while in NLVR2 each example consists of a sentence and two real photos.

Recently, several transformer models have achieved state-of-the-art (or near state-of-the-art) per-
formance on some of these compositional VQA datasets when fine-tuned after pretraining on large
amounts of image and text data [Tan and Bansal, 2019, Li et al., 2019]. Given the strong quantita-
tive performances of the models, a natural question arises – are these models doing compositional
reasoning?

In this work, we move toward an answer to this question by providing a preliminary analysis of
the results of one transformer model, LXMERT, on the NLVR2 and GQA datasets. We find that
without most relational cues, LXMERT can still achieve nearly the same performance on the NLVR2
dataset, and that seemingly difficult sentences can actually be easy for a model due to the images
paired with them. In general, we find that LXMERT uses minimal linguistic information. Figure 1
shows an example in which, the model predicts the same result on all four examples for this sentence
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