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Abstract

Recent work in clinical AI has been focusing on solving tasks that involve both
image understanding and reading comprehension. In this study, we further pursue
this line of research and introduce the first Visual Dialog task in Radiology, which
adds complexity to existing tasks. We present our data collection strategy for both
silver and gold-standard datasets for chest x-ray images and discuss associated
challenges. We evaluate a Stacked Attention Network model, commonly used
for Visual Question answering in medical domain, and provide baseline results
indicating the difficulty of the task.

1 Introduction

Answering questions about an image is a complex multi-modal task demonstrating an important
capability of artificial intelligence. A well-defined task evaluating such capabilities is Visual Question
Answering (VQA) Antol et al. [2015] where a system answers free-form questions reasoning about
an image. VQA requires understanding of the intricacies of both the image and the language used in
framing the question. Visual Dialog (VisDial) Das et al. [2017], de Vries et al. [2016] is an extension
to the VQA problem where a system is required to engage in a dialog about the image. This adds
significant complexity to VQA where a system should now be able to ground the question in the
image, and reason over additional information gathered from previous question answers in the dialog.

Unlike other domains, the medical domain poses a unique set of problems in terms of data availability
and annotations. The mandate of patient privacy restricts the sharing of data for research. However,
the research community has acknowledged this limitation and publicly available de-identified medical
image data Wang et al. [2017], Demner-Fushman et al. [2015], Irvin et al. [2019] has been made
available at least with limited labels. Further, such data is intelligible only to experts skilled with the
necessary domain knowledge. Therefore, a standard pipeline of collecting crowd-sourced annotations
followed by training of deep neural networks is expensive and often not possible.

However, most of the current research in machine learning for radiology discards any other informa-
tion about the patient and is focused entirely on images Litjens et al. [2017]. To this end, we explore
the problem of visual dialog in radiology specific to chest X-ray images. Answering questions about
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a radiology image is a challenging task. Reasoning over the medical history and a dialog adds further
linguistic complexity. The medical domain has a distinct sub-language with its own vocabulary
differentiating it from the open domain. VisDial naturally fits in the workflow of a radiology read
where answering questions about an image should become easier as more information is known about
the patient. Although limited work exploring VQA in radiology exists, VisDial in radiology remains
an unexplored problem.

In this paper, we introduce and make publicly available the first data set for visual dialog in radiology
derived from MIMIC-CXR Johnson et al. [2019] called RadVisDial. We detail the construction of
a silver standard dataset purely from parsing the available MIMC-CXR reports and report baseline
results using a stacked attention network Yang et al. [2016]. Finally, we detail the steps underway
and the challenges to collect a true gold standard visual dialog data set between two doctors on the
MIMIC-CXR dataset.

2 Related Work

Most of the large publicly available datasets Kaggle [2017], Rajpurkar et al. [2017] for radiology
consist of images with limited amount of structured information associated with them. For example,
Irvin et al. [2019], Johnson et al. [2019] make images available along with the output of a text
extraction module that produces labels for 13 abnormalities in a chest X-ray. Two recent shared tasks
at ImageCLEF explored the VQA problem with radiology images Hasan et al. [2018], Abacha et al.
[2019]. Lau et al. [2018] also released a small dataset VQA-RAD for the specific task. The first VQA
shared task at ImageCLEF Hasan et al. [2018] used images from articles at PubMed Central. While
Abacha et al. [2019] and Lau et al. [2018] use clinical images, the sizes of these datasets are limited.
They are a mix of several modalities including two dimensional modalities such as x-rays and three
dimensional modalities such as ultrasound, MRI, and CT scans. They also cover several anatomies
from the brain to the limbs. This makes a multi-modal task with such images overly challenging
with shared task participants developing separate models Al-Sadi et al. [2019], Abacha et al. [2018],
Kornuta et al. [2019] to first address these problems before actually solving the problem of VQA.
Table 1 presents the summary of existing tasks and their differences.

Dataset Task Modality # ques. # images Image source
Kaggle [2017] Image classifi-

cation
CT - 1K National Cancer

Institute
VQA-Med-2018 VQA Multiple 6K 3K PubMed Central

articles
VQA-Med-2019 VQA Multiple 15K 4K MedPix database
VQA-RAD VQA Multiple 3.5K 315 MedPix database
CheXpert Image classifi-

cation
X-ray - 225K Stanford Hospital

VisDial (ours) Visual Dialog X-ray 450K 91K MIMIC-CXR
Table 1: Comparison of existing tasks and datasets.

3 MIMIC-CXR Data

The MIMIC-CXR dataset6 consists of 371,920 chest X-ray images in the Digital Imaging and
Communications (DICOM) format along with 206,576 reports. Each report is well structured
and typically consists of sections such as Medical Condition, Comparison, Findings, and
Impression. Each report can map to one or more image and each patient can have one or more
reports. The dataset corresponds to radiographic studies conducted at the Beth Israel Deaconess
Medical Center in Boston, MA, USA and is de-identified to meet Health Insurance Portability and
Accountability Act (HIPAA) requirements. The images consist of both frontal (either anterior-
posterior (AP) or posterior-anterior (PA)) and lateral views. The initial release of data also consists
of annotations for 14 labels (13 abnormalities and one No Findings label) for each image. These
annotations are obtained by running the CheXpert labeler Irvin et al. [2019]; a rule based NLP

6https://physionet.org/content/mimic-cxr/1.0.0/
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Figure 1: Comparison of VisDial 1.0 (left) with our synthetically constructed dataset (right).

pipeline against the associated report. The labeler output indicates one of four possibilities for each
of the 13 abnormalities: {yes, no, maybe, not mentioned in the report}.

4 Silver Standard Dataset

4.1 Data Creation

Every training record of the original VisDial dataset consists of three elements: an image I , a caption
for the image C, and a dialog history H consisting of a sequence of ten question-answer pairs. The
task is given I , C, a possibly empty dialog history H , and a follow-up question q, to generate an
answer a where {q, a} ∈ H . We synthetically create our dataset using the plain text reports associated
with each image. The Medical Condition section of the radiology report is a single sentence
describing the medical history of the patient. We use NegBio Peng et al. [2018] for extracting sections
within a report and treat this sentence from the Medical Condition section as the caption of the
image. We discard all the images that did not have a medical condition in their report. Further, each
CheXpert label is formulated as a question probing the presence of a disorder and the output from the
labeler is treated as the corresponding answer. Thus, ignoring the No Findings label, there are 52
possible question-answer pairs as a result of 13 questions and 4 possible answers.

Our radiologists recommended starting on PA images for most of our experiments since this is the
most informative view for chest X-rays. Since we had only 13 questions, we limited the length of
the dialogs to 5 randomly sampled questions from the set of 13 questions. The resulting dataset has
91060 images in the PA view. This synthetic data will be made available through the MIMIC Derived
Data Repository7. Thus any individual with access to MIMIC-CXR will have access to our data.
Figure 1 shows an example training record from our dataset and how it compares with one from
VisDial 1.0 (Das et al. [2017]).

4.2 Model Description

For our experiment we used the Stacked Attention Network (SAN) Yang et al. [2016] model.
Following the original Visual Dialog study Das et al. [2017], we use an encoder-decoder structure with
a discriminative decoder for each of the models. During training, we set the hidden dimensionality of
the used LSTMs to 512, and the learning rate to 2 · 10−4. We use Adam optimizer and a batch size of
256.

The original configuration of SAN was introduced for the general-domain Visual Question Answering
task. The model performs multi-step reasoning by refining question-guided attention over image
features in an iterative manner. The attended image features are then combined with the question
features for answer prediction. SAN has been successfully adapted for medical VQA tasks such as
VQA-RAD Lau et al. [2018] and VQA-Med task of the ImageCLEF 2018 challenge Ionescu et al.
[2018]. In our setup we use a stack of two image attention layers and an LSTM-based question
representation.

To take the dialog history into account and therefore adjust the SAN model for the needs of the Visual
Dialog task, we modify the first image attention layer of the network by adding a term for LSTM

7https://physionet.org/physiotools/mimic-code/HEADER.shtml
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Figure 2: The modified architecture of the SAN model (image taken from Yang et al. [2016]). The
proposed modification shown in orange incorporates the history of dialog turns in the same way as the
question through an LSTM. In our ablation experiments the changed part either reduces to encoding
an image caption only or gets cut completely.

representation of the history. This modification forces the image attention weights to become both
question- and history-guided (see Figure 2).

4.3 Evaluation

Questions in our dataset are limited to probe the presence of an abnormality in the chest X-ray.
Similarly, the answers are limited to one of the four choices. Owing to the confined nature of the
problem, we deviate from the evaluation protocol outlined in Das et al. [2017] and reported a macro
F1 score of 0.243.

4.4 Planned Experiments

Given the poor results, we plan to investigate in the following concurrent directions: 1) exploring
different state of the art networks for visual dialog, 2) data balancing - our initial analysis showed
that most of the answers were Not in report heavily skewing the distribution; therefore, it will be
beneficial to explore the balancing strategy used in Hudson and Manning [2019], 3) combining
lateral and frontal views of chest X-rays - doctors usually benefit from an additional view for certain
set of diseases. 4) experimenting with various textual and image representations. Our plans for
future work also include rephrasing the questions (i.e. CheXpert labels) in a more natural language
form. While paraphrasing can be easily done with the help of templates and external sources such as
UMLSBodenreider [2004], it will make the task more challenging and bring it closer to real-world
applications.

5 Gold Standard Dataset

Our work in visual dialog started off with a silver standard dataset making using of the CheXpert
parser to generate a dialog. However, we recognize that expert dialog on a chest X-ray image is
necessary to truly see the benefits of visual dialog in radiology. We have started the process of
collecting real dialog between two expert radiologists. There are several factors to be considered as
listed below:

• The cost of expert annotators. The primary bottleneck in getting gold standard annotations
in radiology is the high cost of expert radiologists. Visual dialog for radiology further
requires two radiologists to have a conversation increase the annotation cost two fold. Given
the constraints, we were not able to ask radiologists for additional useful annotations such
as image bounding boxes for a given pathology.

• The dialog medium and workflow. One major issue with medical data is to run it through
HIPAA compliant medium. We are exploring optimal methods wherein the doctors can have
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a dialog and also reduce the overhead in terms of loading images, meta-data and saving the
resulting dialogues

• Minimum dialog length. This heuristic is being explored to determine the optimal number
of dialog rounds. Based on consultation with our radiologists, we initially set the minimum
number of dialog turns to 5 for our silver-standard data. A pilot study for the gold-standard
data is underway to make necessary changes, if needed.

• Single or multiple view images. Given how the radiologists advised us to use PA frontal
view images for the silver-standard dataset, we are now exploring whether providing multiple-
view images could simulate their real radiology reads.

6 Discussion

This paper discussed the efforts undertaken in developing visual dialog for radiology. The method
used to curate a silver standard dataset for visual dialog in radiology was outlined. Further we
discussed concurrent steps that will be taken to address some of the shortcomings we encountered in
our initial study. Finally we outlined the factors that we needed to address to collect the gold standard
data. Efforts are underway to collect dialogs between two expert radiologists on the MIMIC chest
X-rays.
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